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The Ascendance of the Dual Simplex
Method: A Geometric View

First described in the 1950s, the dual simplex evolved in
the 1990s to become the method most often used in solving
linear programs. Factors in the ascendance of the dual
simplex method include Don Goldfarb’s proposal for a
steepest-edge variant, and an improved understanding of
the bounded-variable extension. The ways that these come
together to produce a highly effective algorithm are still
not widely appreciated, however. This talk employs a
geometric approach to the dual simplex method to provide
a unified and straightforward description of the factors that
work in its favor.
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Motivation

Comput Optim Appl (2007) 37: 4865
DOI 10.1007/510589-007-9022-3

Progress in the dual simplex method for large scale LP
problems: practical dual phase 1 algorithms

Achim Koberstein - Uwe H. Suhl

1 Introduction

Lemke [18] developed the dual simplex method in 1954 but it was not found to be
an altemative to the primal simplex method for nearly forty years. This changed in
the early Nineties mainly due to the contributions of Forrest and Goldfarb [7] and
Fourer [8]. During the last decade commercial solvers have made great progress in

7. Forrest, J.J , Goldfarb, D.: Steepeét edge simplex al_gon'thms for linear programming. Math. Program.
57(3), 341-374 (1992)
8. Fourer, R.: Notes on the dual simplex method. Draft report (1994)
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Primal Linear Program

Minimize CX
Subjectto Ax=b, x>0

Basic variables B, nonbasic variables N

% Coefficient columns of basic variables
form a nonsingular matrix B

Basic solution
X f]\/‘ — O, BQEB — b

Feasible basic solution
’:‘ .')ZB Z O
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Dual Linear Program

Maximize  mb
Subjectto mA <c

Binding constraints B, nonbinding constraints N

< Coefficient rows of binding constraints
form a nonsingular matrix B

Vertex solution
oo ﬁ'B = C.’B

Feasible vertex solution
oo ﬁ'AN S CN
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Dual Linear Program

Maximize  mb
Subjectto mA+o=c, 0=>0

Binding constraints B, nonbinding constraints N

< Coefficient rows of binding constraints
form a nonsingular matrix B

Vertex solution

X 673 = O, B = Cp

Feasible vertex solution
oo EN =CN—ﬁ'A]V‘ 2 O

Robert Fourer, Ascendance of the Dual Simplex Method: A Geometric View 6
U.S.-Mexico Workshop on Optimization and Its Applications, Huatulco, 8-12 January 2018




Primal Simplex Method

Given

< feasible basic solution x and corresponding basis matrix B

Choose a nonbasic variable to enter
< solve mB = cg

“ selectp € N: 0, = ¢, —ma, <0

Choose a basic variable to leave
% solve Byg = a,,

<+ selectq €B: 0 = X, /y, = min x; /y;
Vi

Update
* Xp < 0

X fi&fi_@yi foralli € B
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Dual Simplex Method

Given

< feasible vertex solution ¢ and corresponding basis matrix B

Choose a binding constraint to leave
< solve Bxg = b
% selectq € B: x, <0

Choose a nonbinding constraint to enter
« solve 6B = e,

“ selectp e N: ® =3,/8a, = (smigo g;/ba;
a
J

Update
* 0y <D

% 0, < 0 — ®(ba;) forallj € N
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Inner Products with a;: Column-Wise

Work of v - a; is the same for any v

« For each nonzero a;; in column j of 4, add v;a;; to sum

< Need all v; in an m-vector

Primal simplex
+ Selectone o, = ¢, —ma, <0 (B =cg)forp €NV
+ < || inner products, but often << ||

Dual simplex

< Compute min d;/6,a; (6,B = e
p 5qa;>0 /049 (9 a)

< Always |V'| inner products

Robert Fourer, Ascendance of the Dual Simplex Method: A Geometric View
U.S.-Mexico Workshop on Optimization and Its Applications, Huatulco, 8-12 January 2018




Inner Products with a;: Row- Wise

Store A by row as well as by column

< Accumulate n inner products together

Work of v - A depends on sparsity of v

< For each nonzero v;,
* for each nonzero a;; in row i of A, add v;a;; to sum for a;

Faster 64a; in dual simplex

% 8, = e,B~! tends to be especially sparse

Faster o; = c¢; — ma; in primal if you update them all
* 04 < 0p/b4ay
% 0j « 0j —04(64a;) forallj € V
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Primal Steepest Edge

Mathematical Programming 12 (1977) 361-371.
North-Holland Publishing Company

A PRACTICABLE STEEPEST-EDGE SIMPLEX ALGORITHM

D. GOLDFARB
The City College of The City University of New York, New York, U.S.A.

J.K. REID
A.E.R.E., Harwell, Oxon, Great Britain

Received 1 August 1975

It is shown that suitable recurrences may be used in order to implement in practice the
steepest-edge simplex linear programming algorithm. In this algorithm each iteration is along
an edge of the polytope of feasible solutions on which the objective function decreases most
rapidly with respect to distance in the space of all the variables. Results of computer
comparisons on medium-scale probiems indicate that the resulting algorithm requires less
iterations but about the same overall time as the algorithm of Harris [8], which may be
regarded as approximating the steepest-edge algorithm. Both show a worthwhile advantage
over the standard algorithm.

Key words: Simplex Method, Linear Programming, Steepest-edge, LU Factorization.
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Primal Steepest Edge
Simplex step

« If x; enters, solution X changes by 8y;
* Entering variable X, increases to 6
* Basic variables Xz change by 0yz (where Byg = a,)

+ Objective is reduced by 8g;

Steepness of step

* g/ ||yl =
reduction of objective per unit change in solution

Main steepest-edge computations
< Choose largest ajz /ijyj overallj € N with g; <0
< Update gj forj € V
< Update ijyj forj e V...
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Primal Steepest Edge

Updating ij Y;
* Y < Vi~ 4Yp (€= Yjq/Ypq)

* a; known after updating o;

* y; not known except for y,, but ijyj is known
Yy« = ay) O — @)
VYV Y~ 205 Yy + @’ Yy
Hardpartisy]y, = aj B™"y,
< Solve wB =y,

< Then compute ijyp as ajTW foreachj €

< One extra solve and |V'| extra inner products
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Dual Steepest Edge

Sparse Matrix Computations

Edited by

JAMES R. BUNCH
University of California, San Diego

and

DONALD J. ROSE

Harvard University

Academic Press Inc.  New York San Francisco London

A Subsidiary of Harcourt Brace Jovanovich, Publishers

1976
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Dual Steepest Edge

USING THE STEEPEST-EDGE SIMPLEX ALGORITHM
TO SOLVE SPARSE LINEAR PROGRAMS,

By D. Goldfarbd
The City College of The City University of New York

Sometimes the solutions of the LP problem (1.1)-(1.3)
are required for several different vectors b in (1.2). 1In
such a situation or when a constraint is added to an LP prob-
lem whose solution is already known, it is advantageous to use
a dual feasible algorithm. Thus we consider briefly a dual
steepest-edge simplex algorithm. One might better call such
an algorithm a maximal distance algorithm since at each step
the pivot row selected is the one which in the transformed
set of equations

B 5y, (5.4)

has a negative right hand side and whose corresponding hyper-
plane is furthest from the_origin. Algebraically, one con-
siders the elements of B~ 1b weighted by the norms of the
corresponding rows.

Under the assumptions of section 2 it is simple to
show that the following recurrences hold for the rows.of
B~1a, pi=eiTB‘ A, and the square of their norms Bi=pi Ps
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Dual Steepest Edge

C pppr (5.5a)
and - 2

Bq = Bppr (5.63)

__— Tlpatpr 2 (1B

B, = B 2(wipr)ei BAATEB e 4wy Bp i#fp  (5.6b)
where A = [B:A]l.

As in the primel algorithm the pivot column w=B'laq

and all elements of the pivot row ai=epTB"1ai must be

2

- 2
computed. Note that Bi 31 +w; /w". In the primal

p

algorithm B-Tw is needed whereas here we require B"ly where

y=Ea,ai. y can be computed in the same locp as the ai's. As in
i>

the primal case most of these will be zero in sparse problems

with a consequent reduction in the work required to compute y.

Small savings also result from zeros in the pivot column.

The vector of row weights B can also be initialized
economically by setting all of its components to one and then
adiing to these the square of the respective components of
B "a, for J > m. Thus it is clear that it is possible to
implement a practicable dual steepest-edge algorithm for
large sparse LP problems.
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Dual Steepest Edge
Simplex step

< If constraint i € B is relaxed,
% Slack variable g; increases to ¢
% Variables  change by ¢§; (where §;B = e;)

< Objective is reduced by ¢x;

Steepness of step
= xi /116l =
reduction of objective per unit change in solution
Main steepest-edge computations
% Choose largest x7 /8] 8; overalli € B with x; < 0
< Update x; fori € B
% Update §; 6; fori € B...
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Dual Steepest Edge

Updating 6/ 6;

@ 0; < 0 — ,Bi5q (B; = Ypi/ypq)
% f; known after updating x;
* §&; not known except for &, but 8 §; is known

8 6; « (8; — Bi6y)" (8; — Bi6y)
s 878, « 678, — 28 7678, + B26186,

Hard partis §; 6, = e;B~16,
+ Solve Bv = §,
%+ Then 6/ 8, is v; for each i € B

< One extra solve but no extra inner products
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Bounded Variables

Notes on the Dual Simplex Method

0. The standard dual simplex method

1. A more general and practical dual simplex method
2. Phase I for the dual simplex method

3. Degeneracy in the dual simplex method

4, A generalized ratio test for the dual simplex method

Robert Fourer 4er@iems.nwu.edu March 14, 1994
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Bounded Variables

Generalizex > 0tof <x<u
< State simplex methods for #, u finite
% Extend to allow some fj = —oo and/or U=+

< Check that £ = 0, u = oo reduces to previous case

Further improve the dual simplex method
< Take longer steps

< Adapt to degeneracy
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Primal LP with Bounded Variables

Minimize CX
Subjectto Ax=b, f<x<1u

Basic variables B, nonbasic variables N’ = L U U

% Coefficient columns of basic variables
form a nonsingular matrix B

Basic solution
& X =€jf0rj €L, X =ujf0rj €U
< BXg =b— Zjeﬁfjaj — Zjeuujaj,
Feasible basic solution
* g <Xg <ug
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Dual LP with Bounded Variables

Nonlinear
Programming 4

Edited by Olvi L. Mangasarian
Robert R. Meyer
Stephen M. Robinson

Computer Sciences Department
University of Wisconsin—Madison
Madison, Wisconsin

Academic Press 1981

A SUBSIDIARY OF HARCOURT BRACE JOVANOVICH, PUBLISHERS

New York London Toronto Sydney San Francisco
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Dual LP with Bounded Variables

A Second Order Method for the Linearly Constrained
Nonlinear Programming Problem . . . . . . . . . . . . . . . 207
Crarth P. MceCormick
University of Wisconsin, Madison, Wisconsin

Convergent Step-Sizes for Gradient- Like Feasible Direction
Algorithms for Constrained Optimization . . . . . . . . . . . 24§
James W. Daniel
University of Wisconsin, Madison, Wisconsin

On the Implementation of Conceptual Algorithms . . . . . . . . 275
E. Polak
University of California, Berkeley, California

Some Convex Programs Whose Duals Are Linearly Constrained . . . 293
R. T_l rrell Roe hu_r‘:'!‘fur
University of Washington, Seattle, Washington

Sufficiency Conditions and a Duality Theory for Mathematical
Programming Problems in Arbitrary Linear Spaces . . . . . . . . 323
Lucien W. Neustadt
University of Southern California, Los Angeles, California

Recent Results on Complementarity Problems . . . . . . . . . 349
C. E, Lemke
Rensselaer Polytechnic Institute, Troy, New York
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Dual LP with Bounded Variables

50 R. T. ROCKAFELLAR
Obviously there is no difficulty in passing from f£. to rj

to g by the method above when T, 1is of such type.

4
To drive this point home and make apparent the direct-
ness and flexibility of this duality scheme in monotropic
programming, we turn to the example of (P) as a general linear
programming problem with both upper and lower bounds for each
variable. Linear programming theory is incapable of producing
a dual without first subjecting the problem to a transforma-
tion into one of the canonical forms where no single variable

is bounded in both directions. In the monotropic programming

context, however, we can regard a problem of this sort as

Hote that in this example the dual of a linear program—

ming problem turns out, in general, to be merely piecewise

linsar. It is= no wonder, then, that linear programming theory
cannot fully capture such duality. Other forms of linear pro-

gramming problems can be handled similarly. 1In essence, one
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Dual LP with Bounded Variables

Maximize 7b + [u: €] o
Subjectto mA+o=c

Whatis [u: €] o ??

< Sum of concave piecewise-linear functions [u;: ;] o;

% Slope ofu; forg; < 0
* Slope of £ for g; = 0

< Example for0 < ¢; <u; < o0
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Dual LP with Bounded Variables

Maximize 7b + [u: €] o
Subjectto mA+o=c

Binding constraints B,
nonbinding constraints N = L U U

< Coefficient rows of binding constraints
form a nonsingular matrix B

“Vertex” solution
o EB = 0,7TB = Cgp
’:’jELfOI'O_'j =Cj—ﬁ'aj >0

':ojE‘UforEj=cj—ﬁaj<O

Always feasible!
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Primal Simplex, Bounded Variables

Given

< feasible basic solution x and corresponding basis matrix B

Choose a nonbasic variable to enter

/

< solve mB = cg

e

» selectp € L: 0, = ¢, —ma, <0 or
selectp € U: 0, = ¢, —ma, >0

Choose a basic variable to leave

e

* solve Byg = a, (p € L) or Byg = —a,, (p € U)

/

% select @ = min (O, 0¢,0,) :
 q€EB: O, = (fq - fq)/)’q = jr/n;% (xXi — )/ yi

* q € B: Oy = (ug — Xq)/yq = min (X; — u) /i
 q=p: 0, =u, -1,
Update. . .
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Dual Simplex, Bounded Variables

Given

< feasible vertex solution ¢ and corresponding basis matrix B
Choose a binding constraint to leave

< solve BXB =b— Zjeﬁfjaj — Z]E’U u]a]

« selectq € B: x;, <, orx; > u,

Choose a nonbinding constraint to enter
% solve 6B = e, (ifxq < £4) or 6B = —e, (if x4 > uy)

<+ select ® = min (&, Py) :

. . = _ . — u: L ,
 jeL: &, =0,/0a, = Srgjl;lo g;/da; [uj: 4] o5
 jEU: Py =0,/0a, = Srcrlbigo g;/6a;
Update. ..
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In Principle, Bounds Can Be Infinite

Some {; = —oo and/or uj= + ??
< A basis may be infeasible
% g; > 0butf; = —o0
% 0; < 0butu; =+
< Minimize “sum of infeasible variables” to get feasible
* Replace each #; = —oo by —1

* Replace each u; = +o0 by +1 —00 < [j Suj;=+oo
% Replace all finite bounds by 0
AllY; =0 and u;j= +oo0 ?? >
] ] ”
< Thenx; = 0

< Primal and dual algorithms
reduce to their simpler forms
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In Practice, Bounds Tend to be Finite

Decisions are bounded

< Variables are bounded
< Slacks on inequality constraints are bounded

Integer-valued decisions have small values

< Many are zero-one!

Standard presolve routines compute bounds
< Compute bounds where none given by user

< Tighten bounds in multiple passes
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Long Steps

Standard iteration
% 0, increases to @ (if x; < £) or decreases to —® (if x; > u,)

o Ep moves to 0

Suppose o, increases/decreases further . . .
% 0, moves past 0, but solution remains feasible

< Rate of improvement in objective degrades by |5 a, | (up — p)

% If 6, increasing, objective slope
changes from u,, to £, [u): 4] gj
% If g, decreasing, objective slope

changes from —¢,, to —u,,

< If rate still positive, can continue
until next g;, j € V" reaches 0
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Long Step Iteration

Replace single ratio test by a loop
< Set initial objective improvement rate to
r=~4,—xq (fx, <fy)orr=x,—u, (ifx; > uy)
< Form set of all ratios that may be reached:
Q ={6;/8a;: j € L, 6a; > 0}u{g;/6a;: j €U, Sa; < 0}
<+ Repeat for increasing d;/8a; € Q :
X Letr «r— |5aj|(uj —{})
X LetQ « Q\ {ch/(Saj}
untilr < 0

Equivalent to “weighted selection”
< In theory, faster than sorting

< In practice, a small part of iteration cost
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Re-Optimization for MIPs

Change bounds for some fractional x;, | € B
< Increase ¥; to [X;], resulting in x; < ¥;
< Decrease u; to | x;], resulting in x; > u;
< Either way, binding constraint i € B can leave
< Continue with dual simplex steps until optimal again

Fix some fractional binary x;, | € B
< Increase £; tou; = 1, resulting in Xx; < ¥;
< Decrease u; to £; = 0, resulting in X; > u;
< Either way, binding constraint i € B can leave

< Since now ¥; = u;, using long steps
the constraint will never become binding again
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Degeneracy

Choosing a binding constraint q to relax
« Forag; > 0, placej € L

R

* Fora; < 0,placej € U
< Forag; = 0?22
* Guessj € Lifyou think g; is likely to increase

% Guess j € U if you think g; is likely to decrease
... can’t be sure though until you choose q

>

% solve Bxg = b — X ¥ja; — Xjey Uja;j

R/
0.0

selectq € B: x; < £, 0rx; > u,

Robert Fourer, Ascendance of the Dual Simplex Method: A Geometric View 34
U.S.-Mexico Workshop on Optimization and Its Applications, Huatulco, 8-12 January 2018




Degeneracy

Choosing a nonbinding constraint p to add

< Set initial objective improvement rate to

r=~4,— x4 (fx, <fy)orr=x,—u, (ifx; > uy)
< Collect all ratios that may be reached:
Q =|g;/6a;: j € L,6a; > 0] U |5;/6a;: j € U, b6a; <O

< Some of these ratios may be zero!

% Forj €L, gj=0andda; >0

* Forj €U, j=0andda; <0
* Repeat for every g;/6a; = 0 € Q :

X Letr «r — |6aj|(uj —{})

X LetQ « Q\ {ch/(Saj}

whiler > 0

» Ifr < 0, iteration is degenerate

% If still 7 > 0, continue with
nondegenerate iteration
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Degeneracy: Benefit of Long Steps

For some ;= 0, you “guess wrong”
< j € L, but g; decreases

< J € U, but g; increases

As a result, you are overly optimistic about
the objective improvement rate r

Long-step ratio test corrects for your wrong guesses

< Ifthe corrected r > 0 then
you can take a nondegenerate step after all

None of this changes the optimality condition
@ £, <x, <u,forallq €B
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Ascendance of the Dual Simplex

Fast inner products
Dual steepest edge

Bounded-variable extension
< Feasibility for finite bounds
< Long steps
< More nondegenerate steps
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